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Introduction
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Face Forgery in Videos

The two most common facial manipulations in videos. Left: Identity Swap, Right: Facial
Reanactement [1]

Other common types of facial manipulations include

▶ Entire face synthesis

▶ Attribute manipulation



WARWICK

5/24

SOTA and human performance

Early SOTA methods deal with the problem as a binary classification problem

Method DF F2F FS NT

Human 77.6 49.6 76.1 32.3
XceptionNet 99.6 99.6 99.1 99.4

The in-dataset performance of SOTA XceptioNet vs human observers [1]

Training set DF F2F FS NT

DF 99.4 75.1 49.1 80.4
FS 70.1 61.7 99.4 68.7

The cross-manipulation generalization performance of XceptionNet [2]
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Related works
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Generalisation to unseen Deepfake generation methods

Most of the recent work on Deepfake detection focuses on improving the generalisation
performance on the cross-manipulation and cross-dataset cases:

▶ Extraction of features from images in the frequency domain [3]

▶ Detection of irregularities in face: natural mouth movement [4]

▶ Use augmentation techniques to synthesize pseudo-deepfakes and train a binary
classifier [5]

▶ Formulate the detection problem as an out of distribution anomaly detection (AD)
task [6]
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Our method: Differential Anomaly Detection
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Overview

▶ Used in previous works [7] for identity attack detection
▶ Idea: Learn natural changes (i.e.change of head pose, illumination, face boundary

consistency) that occur between two real images of the same subject
▶ Unnatural and extreme changes not observed in real images will be attributed to

the presence of a manipulation method

First column: Real video, Second and third columns: Fake videos
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Training

▶ Idea: extract deep face embeddings from image pairs h : RH×W×C → Rd, and
combine them to train an anomaly detection model (ADM)
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Inference

▶ Idea: extract deep face embeddings from image pairs h : RH×W×C → Rd, and
combine them to train an anomaly detection model (ADM)
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Training the feature extractor with pseudo-deepfakes

▶ Pseudo-deepfake: blend the face from
a source image to a target image
IB = Is ⊙M + It ⊙ (1−M)

▶ We introduce both global and local
artifacts through four different types
of mask generations

1. Convex hull of all facial landmarks
2. Convex hull of eye region

landmarks
3. Convex hull of lower jaw, mouth

and nose apex landmarks
4. Convex hull of entire jawline and

nose tip landmarks

▶ More information in [5]
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Anomaly Detection model: Gaussian Mixture Model (GMM)

▶ A GMM models data points as a mixture of N Gaussian distributions
p(x) =

∑N
i=1 πiN (X|µi,Σi)

▶ It is effectively a clustering technique which assigns a probabilistic rather than a
hard label to new datapoints

▶ In AD we can use the log likelihood of new datapoints as anomaly scores
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Anomaly Detection model: Gaussian Mixture Model (GMM)

▶ A GMM models data points as a mixture of N Gaussians distributions
p(x) =

∑N
i=1 πiN (X|µi,Σi)

▶ It is effectively a clustering technique which assigns a probabilistic rather than a
hard label to new datapoints

▶ In AD we can use the log likelihood of new datapoints as anomaly scores
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Datasets

▶ Carried out extensive experiments using 6 different open-source deepfake datasets:
FaceForensics++ (FF), Celeb-DF (CDF), DeeperForensics-1.0 (DF1.0),
ForgeryNet (FNet), FaceShifter (FSh) and DeepFakeDetetion (DFD)

Dataset Manipulation method

FaceForensics++ DF, FS, NT, F2F
Celeb-DF Improved DeepFake
DeeperForensics-1.0 DF-VAE
ForgeryNet 8 different approaches
FaceShifter AEI-Net + HEAR-Net
DeepFakeDetection Unknown
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Experimental setup

▶ Given two face embeddings A and B we consider the feature combinations

ABS = |A−B|, SUB = A−B, (SUB)2 = (A−B)2, (SUB)3 = (A−B)3

▶ We train an Efficientnet as our feature extractor using real images and
pseudo-deepfakes

▶ The ADM (GMM with k = 3) is trained on pairs of only pristine images

▶ In all of our experiments, only real videos from FF++ are used for training

▶ At testing, pairs of suspected (real or fake) images from the same video are
constructed

▶ A baseline AD model trained only on single frames is given for comparison
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Results

Cross-manipulation evaluation: Test on different manipulations methods of FF++

Feature Comb.
Test Set AUC (%)

DF F2F FS NT Avg.

ABS 100 99.6 97.5 98.6 98.9
SUB 100 99.6 97.9 98.6 99.0
(SUB)2 100 99.6 98.2 98.6 99.1
(SUB)3 100 99.6 98.6 98.9 99.3

Performance of DiffFake with different feature
combinations, under the cross-manipulation
setting.

Method
Test Set AUC (%)

DF F2F FS NT Avg.

UNTAG [8] – – – – 81.8
OC-FakeDect2 [6] 88.4 71.2 86.1 97.5 85.8
Face X-ray [2] 99.2 98.6 98.2 98.1 98.5
PCL+I2G [9] 100 99.0 99.9 97.6 99.1
SBI† [5] 99.7 99.3 98.8 98.4 99.0
Baseline (ours) 99.6 99.3 96.8 98.2 98.5
DiffFake (ours) 100 99.6 98.6 98.9 99.3

Cross-manipulation evaluation results on
FF++. DiffFake achieves the best performance
on F2F and NT. Note that SBI† was
re-evaluated using the official code.
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Results

Cross-dataset evaluation: Test on CDF, DF1.0, FNet and FSh

Feature Comb.
Test Set AUC (%)

CDF DF1.0 FNet FSh Avg.

ABS 74.5 87.8 80.9 90.7 83.5
SUB 75.1 89.8 80.0 92.4 84.3
(SUB)2 76.1 91.0 83.7 92.5 85.8
(SUB)3 75.7 91.0 83.0 91.1 85.2

Performance of DiffFake with different feature
combinations, under the cross-dataset setting.

Method Real Only
Test Set AUC(%)

CDF DF1.0 FNet FSh

Face X-ray [2] Yes 74.8 - - -
SBI† [5] Yes 85.6 83.3 82.2 94.0
SLAAD [10] No 79.7 88.9 - -
UNTAG [8] Yes 74.7 - 77.0 -
Baseline (ours) Yes 74.0 88.0 81.0 91.4
DiffFake (ours) Yes 76.1 91.0 83.7 92.5

Cross-dataset evaluation results on various
datasets. DiffFake achieves the best
performance on DF1.0 and FNet.
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Results

Cross-quality evaluation: Training and testing on compressed videos of FF++

Method
Test Set AUC (%)
c40 c23

DF FS DF FS

Xception [1] 58.7 51.7 77.0 71.8
Face X-ray [2] 57.1 51.0 58.5 77.9
F3Net [3] 58.3 51.9 80.5 61.2
RFM [11] 55.8 51.6 79.8 63.9
SRM [12] 55.5 52.9 83.8 79.5
SLAAD [10] 62.8 56.8 84.6 72.1
Baseline (ours) 74.9 55.4 87.9 66.1
DiffFake (ours) 78.5 58.2 89.3 68.9

Cross-quality evaluation results on FS and DF. DiffFake achieves the best performance in three
out of the four settings. Note that the results from all other methods are taken from [10].
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Conclusions

▶ The main challenge in deepfake detection is the generalization performance across
unseen generation methods

▶ We proposed a differential anomaly detection framework that leverages unnatural
changes between frames of the same subject

▶ We proposed a pseudo-deepfake generation method that introduces both global
and local artifacts through four different mask generation cases

▶ Our extensive experiments show that our method can match or exceed the
performance of existing SOTA methods
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Future work

▶ Test DiffFake on completely synthetic videos generated by Text-to-Video (T2V)
and Image-to-Video (I2V) models

▶ Learn the best feature combination instead of defining it mathematically
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Website:
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